
n Joint Audio-Visual Representation projects 
all images from reference A/V receivers to 3D 
scene space and integrates visual feature 
volume with audio clips.
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Visit our demo video to 
see and listen to examples!

Be Everywhere - Hear Everything (BEE)
Audio reconstruction with dynamic emitters at arbitrary listener 

locations, leveraging inputs from sparse A/V receivers.

✅ No requirement of 
given/set emitters’ locations

✅ No requirement of specific 
emitters’ waveform
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BEE Components

n Integrated Rendering Head renders
target sound at L by integrating audio-
visual features of all receiver-listener
pairs from JAVR and with learned time-
frequency transformations.

✅ SOTA Accuracy & Quality of 
Spatial Sound Reconstruction

✅ Generalization Ability for 
Unseen Scenes

✅ Real-time Inference Speed
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