
Reformulating HOI Detection as Adaptive Set Prediction

u Contributions

Instance-aware Attention
• Involve instructive instance features to interaction branch in

co-attention manner
Semantic embedding
• Point to the specific instance more accurately for better matching
• Bridging instance branch and interaction branch implicitly

u Experiments

• Applying co-attention to adaptively aggregate interaction-
relevant features using learnable queries 

• Adaptively matching the most suitable ground-truth
considering both action categories and location distances

u Solutions

u Challenges
Interaction category prediction is limited by 
• detection performance (previous two-stage methods)
• predefined interaction locations (union boxes or

interaction midpoints of previous one-stage methods)

• Reformulate HOI detection as set prediction problem, 
adaptively concentrate on the most suitable features 
to improve the predicting accuracy

• Propose a novel one-stage transformer-based HOI
detection framework (AS-Net)

• Design instance-aware attention module to introduce
instance information into the interaction branch

• Maintaining the high efficiency and without any extra
features, our method gains 31% relative improvements
on HICO-DET, especially 73% on rare HOI categories

u Attention Visualization


